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Executive Summary

Objective and Significance: This research proposal aims to estimate the de-
mand functions for data used in training and fine-tuning large language models
(LLMs) in China and the US, with a special focus on healthcare applications.
As LLMs become increasingly important in various domains, including health-
care, understanding the demand for data is crucial for assessing the competitive
dynamics, economic implications, and potential societal impacts of the rapidly
evolving AI industry.

In the healthcare sector, LLMs have shown promise in applications such as
clinical decision support, patient engagement, and medical research Rajkomar
et al. [2019]. Accurate estimation of the demand for healthcare-related data can
help policymakers, healthcare providers, and AI firms make informed decisions
regarding data collection, sharing, and usage policies, ultimately contributing to
the development of more effective and equitable AI-driven healthcare solutions.

Data Requirements and Methodology: The study assumes a ”data
fairy” setting, where researchers have access to comprehensive data on data
offerings, firm-level data choices, instrumental variables, and potential market
sizes. This rich data set allows for the application of state-of-the-art demand
estimation techniques, specifically the random coefficients logit demand model,
which accommodates flexible substitution patterns and heterogeneous prefer-
ences across LLM developers.

The estimation procedure involves three key steps:

1. Constructing market-level moments by matching observed market shares
to those predicted by the model.

2. Creating micro-moments based on firm-level data to relate firm character-
istics to data choices and help identify the distribution of random coeffi-
cients.

3. Using instrumental variables, such as the BLP instruments, to address the
endogeneity of data prices and market shares.

Identification Strategy and Economic Intuition: The BLP instrumen-
tal variables approach is central to the identification strategy in this research.
By exploiting exogenous variation in the characteristics of competing data prod-
ucts, the BLP instruments help identify the demand parameters and address the
endogeneity of prices.

To illustrate the economic intuition behind the BLP instruments, consider
an example with three healthcare-related datasets:
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• Dataset A: Price = $500, Size = 10,000 patient records, Quality = High

• Dataset B: Price = $750, Size = 20,000 patient records, Quality = Medium

• Dataset C: Price = $600, Size = 15,000 patient records, Quality = Medium

The BLP instruments for Dataset A could be constructed as follows:

• Sum of sizes of Datasets B and C: 20,000 + 15,000 = 35,000 patient records

• Average quality of Datasets B and C: (Medium + Medium) / 2 = Medium

These instruments capture the exogenous variation in the characteristics of
competing datasets (B and C) that should affect the markup and market share
of Dataset A without being correlated with its unobserved quality. By using
these instruments, researchers can disentangle the effects of price and quality on
demand, enabling a more accurate estimation of demand elasticities and welfare
effects in the context of healthcare data for LLMs.

Expected Outcomes and Contribution: The research will provide ro-
bust estimates of the demand primitives for data in the context of LLMs, with a
special emphasis on healthcare applications. These estimates can be used to cal-
culate own- and cross-price elasticities, marginal costs, and markups, as well as
to perform counterfactual simulations assessing the welfare effects of alternative
market structures or policy interventions.

This study contributes to the growing literature on the economics of AI and
digital markets, as well as the literature on the application of AI in healthcare
Rajkomar et al. [2019], Topol [2019]. The insights gained from this research
can help policymakers, healthcare providers, and AI firms navigate the complex
landscape of data demand and AI-driven healthcare solutions, ultimately con-
tributing to the development of more effective, efficient, and equitable healthcare
systems.

1 Econometric Modeling and Identification

We employ a random coefficients logit demand model Berry et al. [1995], Nevo
[2001] to estimate the demand for healthcare-related data in the context of large
language models (LLMs). The indirect utility of healthcare provider (or AI firm)
i for data product j in market t is given by:

uijt = αipjt + xjtβi + ξjt + ϵijt, (1)

where pjt is the price of data product j in market t, xjt is a vector of observed
data characteristics (e.g., size, quality, domain-specificity), ξjt represents un-
observed data quality, and ϵijt is an idiosyncratic taste shock. The random
coefficients αi and βi capture provider-specific preferences for price and other
data characteristics, respectively. The market share of data product j in market
t is given by:

sjt =

∫
exp(uijt)∑Jt

k=1 exp(uikt)
dF (αi, βi), (2)

where Jt is the total number of data products in market t, and F (αi, βi) is the
joint distribution of random coefficients. To estimate the model parameters, we
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rely on the following micro-moments:

E[Zjt · (ξjt(θ))] = 0, (3)

where Zjt is a vector of instrumental variables, ξjt(θ) is the unobserved data
quality as a function of the model parameters θ, and E[·] denotes the expecta-
tion operator. The instrumental variables Zjt should be uncorrelated with the
unobserved data quality ξjt but correlated with the endogenous variables (prices
and market shares). We employ the BLP instrumental variables approach Berry
et al. [1995] to address the endogeneity of prices and market shares. The BLP
instruments are constructed using the characteristics of competing data prod-
ucts:

• Sums and averages of competitor data characteristics:∑
k ̸=j xkt and

1
Jt−1

∑
k ̸=j xkt

• Number of competing data products: Jt − 1

These instruments capture the exogenous variation in the competitive environ-
ment that affects the markups and market shares of each data product without
being correlated with its unobserved quality. In addition to the BLP instru-
ments, we can leverage cost shifters and markup shifters as additional instru-
mental variables. Cost shifters, such as data collection and processing costs,
affect prices without directly influencing demand. Markup shifters, like mar-
ket structure and competition intensity, impact prices and market shares but
are assumed to be uncorrelated with unobserved data quality. To estimate the
model parameters, we use the generalized method of moments (GMM) Hansen
[1982]. The GMM estimator minimizes the following objective function:

min
θ

ξ(θ)′ZW−1Z ′ξ(θ), (4)

where W is a positive definite weighting matrix, and ξ(θ) is the vector of unob-
served data qualities as a function of the model parameters. The data required
for estimation includes:

• Market-level data on healthcare-related data offerings, including prices,
data characteristics, and market shares

• Provider-level data on data choices and characteristics

• Instrumental variables, such as BLP instruments, cost shifters, and markup
shifters

By leveraging the BLP instrumental variables approach and the rich variation in
the data, we can identify the demand parameters and obtain consistent estimates
of price elasticities, substitution patterns, and welfare effects in the context of
healthcare data for LLMs. This state-of-the-art econometric technique allows
us to disentangle the effects of price and data quality on demand, providing
valuable insights into the competitive dynamics and economic implications of
the AI-driven healthcare industry.
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2 Introduction

Estimating the demand functions for data in the context of large language mod-
els (LLMs) in China and the US is of significant importance for understanding
the competitive dynamics and economic implications of the rapidly evolving AI
industry. Data is a critical input for training and fine-tuning LLMs, and the
demand for data is expected to grow as LLMs become more widely adopted
Acemoglu [2021], Goldfarb and Tucker [2019], Agrawal et al. [2018].

The “data fairy” setting, which assumes access to any required data, al-
lows us to leverage state-of-the-art demand estimation techniques and exploit
rich variation in data characteristics, LLM performance, and market conditions.
This ideal data scenario enables us to address the key challenges of demand es-
timation, such as endogeneity of data prices and the high dimensionality of data
features Berry and Haile [2014], Berry et al. [1995], and to obtain precise and
robust estimates of the demand primitives.

3 Data Requirements

To estimate the demand functions for data, we require the following:

• Market-level data on data offerings, including prices, data characteristics
(e.g., size, quality, domain, labeling), and market shares for each data
product in each market (defined as a combination of geography, time, and
LLM application).

• Firm-level data on LLM developers’ data choices, usage patterns, and
firm characteristics (e.g., size, industry, technological capabilities) for a
representative sample of firms in each market.

• Instrumental variables that shift data costs or markups without directly
affecting demand, such as cost shifters (e.g., data collection and processing
costs), markup shifters (e.g., market structure, competition), and BLP
instruments Berry et al. [1995].

• Data on potential market sizes and outside options to accurately mea-
sure market shares and capture substitution to non-data alternatives (e.g.,
human-generated content or rule-based systems).

4 Demand Model

We specify a random coefficients logit demand model Berry et al. [1995], Nevo
[2001] for data, which allows for flexible substitution patterns and heterogeneous
preferences across LLM developers. The indirect utility of firm i for data product
j in market t is given by:

uijt = αipjt + xjtβi + ξjt + ϵijt (5)

where pjt is the price, xjt is a vector of observed data characteristics, ξjt
represents unobserved (to the econometrician) data quality, and ϵijt is an id-
iosyncratic taste shock. The random coefficients αi and βi capture firm-specific
preferences for price and other data characteristics, respectively.
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5 Estimation and Identification Strategy

We estimate the demand model using the following steps:

1. Construct market-level moments by matching observed market shares to
those predicted by the model, as in Berry [1994]. This involves inverting
the market share equations to obtain the mean utilities δjt that rationalize
the observed shares.

2. Construct micro-moments based on firm-level data, as in Petrin [2002].
These moments relate firm characteristics to data choices and help identify
the distribution of random coefficients.

3. Estimate the model parameters by GMM, using instrumental variables
to address the endogeneity of data prices and market shares Berry et al.
[1995]. Valid instruments include cost shifters, markup shifters, and BLP
instruments (characteristics of competing data products).

4. Conduct post-estimation analyses, such as calculating own- and cross-price
elasticities, marginal costs, and markups Nevo [2001], and perform coun-
terfactual simulations to assess the welfare effects of alternative market
structures or policy interventions.

To ensure identification, we leverage the BLP instrumental variables ap-
proach, which exploits exogenous variation in the characteristics of competing
data products to address the endogeneity of prices.

5.1 BLP Instrumental Variables Example

Let’s consider a simple example with three data products (A, B, and C) in a
given market. Suppose we observe the following characteristics:

• Data Product A: Price = $100, Size = 1TB, Quality = High

• Data Product B: Price = $150, Size = 2TB, Quality = Medium

• Data Product C: Price = $120, Size = 1.5TB, Quality = Medium

In this case, we could construct the following BLP instruments for Data
Product A:

• Sum of sizes of Data Products B and C: 2TB + 1.5TB = 3.5TB

• Average quality of Data Products B and C: (Medium + Medium) / 2 =
Medium

These instruments capture exogenous variation in the characteristics of com-
peting data products (B and C) that should affect the markup and market share
of Data Product A but are assumed to be uncorrelated with the unobserved
quality of Data Product A (ξAt).

With these BLP instruments, we can estimate the demand parameters using
GMM, exploiting the moment conditions E[ξjt|zjt] = 0, where zjt represents
the set of BLP instruments and other exogenous variables for data product j
in market t. This approach allows us to identify the price coefficient and the
distribution of random coefficients, capturing heterogeneous preferences across
LLM developers.
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6 Conclusion

Estimating the demand for data in the context of large language models in
China and the US is a challenging but important task, with implications for
our understanding of the AI industry and its societal impacts. The ”data fairy”
setting, combined with state-of-the-art demand estimation techniques and the
BLP instrumental variables approach, allows us to overcome the key challenges
and obtain robust estimates of the demand primitives.

This research contributes to the growing literature on the economics of AI
and digital markets Agrawal et al. [2018], Goldfarb and Tucker [2019] and pro-
vides valuable insights for policymakers, firms, and researchers navigating this
rapidly evolving landscape. By quantifying the demand elasticities, substitution
patterns, and welfare effects associated with data in the context of LLMs, we
can inform policy decisions, guide firm strategies, and shed light on the potential
societal impacts of AI technologies.
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